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SUMMARY

Introducing an additional column structure in a split-plot design leads to a split-
block design where the superblocks have a lattice structure. This paper investigates
the relative efficiency between this two types of designs including the incomplete case.
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1. Introduction

In many experiments one has the option of choosing from a wide class of designs
for the purpose of precise experimental results. A measure of the efficiency of one
design relative to another is the inverse ratio of the variances with which treatment
differences are estimated in the two designs, i.e.:

RE(design A versus design B) = :ffifiizieezg g — X:i i

Given that design A has been used, estimation of its efficiency relative to design B
requires that we estimate the error variance of design B from the data obtained from
design A.

The efficiency problem of experimental designs has been explored by many rese-
archers (e.g., Yates, 1935, Cochran & Cox, 1957, Pearce, 1983, Lentner et al., 1989;
etc). Many well known designs have already been accounted for in monographs, with
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some new designs remaining uncovered. One of them is the split-block design or split-
plot design in stripes (Hering and Mejza, 1997). Suppose that a split-block design has
been used, then the experimenter may ask: what would have been the error variance
if a split-plot design had been used? Or to put it in another way, what is the efficiency
of a split-block design relative to a split-plot design?

2. The linear models

A split-block design can be obtained from a split-plot design by adding an additional
column structure to the superblocks. So the basic difference between the split-plot
design and the split-block design is the structure in which the levels of the two treat-
ment factors are assigned to the experimental units (Hinkelmann and Kempthorne,
1994). In a split-block design, both factor A with levels A;, A,,..., A5 and factor B
with levels By, By, ..., B; are applied to whole-plots which are “orthogonal” to each
other. A model reflecting this structure is of the form

Yijk = p+1i + 05 + ey + By + el + (0B)jx + efiE, (1)

withi=1,2,..,m7=1,2,...,s; k= 1,2,...,t. Here u is the general mean, r; is the
superblock effect, and o, 3;, are the row, column effect, respectively, whereas (a3),x
is the measure of interaction between rows and columns. ef}, e, and ef}f can be
considered as i.i.d. random variables with means 0 and variances 02, 025 and 02,5,
respectively.

If the same experimental material were used as a split-plot design, i.e., a design
in which the effects of factor A, occurring at s levels, were measured by the overall
response on the whole-plot composed of ¢ split-plots associating to different levels of

factor B, then the model would have been
Yijk = p+Ti + o +efy + B + (aB)jk + el ()

withi=1,2,...,7 5 =1,2,...,8; k = 1,2,...,t. Here p is the general mean, r; is the
superblock effect, and «;, §; are the whole-plot, split-plot effect, respectively, whereas
(aB) jk is the measure of interaction between the whole-plot and the split-plot.

3. Comparing efficiencies when both designs are complete

The ANOVA for the complete split-block design and the complete split—plot design
are given in Table 1 and Table 2, respectively.

Following the methods by Yates (1935), using a uniformity trial for both situa-
tions, i.e., pooling treatment sums of squares with appropriate error sums of squares,
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Table 1. ANOVA for split-block design
Source d.f. SS MS E(MS)
Replicates |r — 1 sty (G — 7..)° MS(R)
¢ 2
A-factor |s—1 Y (54 —F..)% MS(A)  |o24p +tols + ’—2_11—“1
J
Brvor(A) |(r = 1)(s = )|t S — Go. ~ 5 +5.)° |MS(En) |024p +to?s
7
B-factor |t—1 s (F.k —7..)2 MS(B) 024p + 5025 + E%_Llﬂi
*
Error(B) |(r—1)(t-1) S_Ek(ﬂi.k - Fi. — Gk +§..)* |MS(EB) |02ap+s0lp
: . . — _ Y (aB)?
AxB |(s= 1)t~ 1)|r 2@k — U5 = Tx + 0. | MS(Ax B) | o2ap + 28020
Error(AB)|(r — 1)(s — 1) . .k(y-ijk — Gij. — Gk —Gjr |MS(EaB) |0245
7,
t-1 + Gi + 4 +Jox — 5..)°
Total rst—1 > ik — §..)°
idk
Table 2. ANOVA for split-plot design
Source d.f. SS MS E(MS)
Replicates|r — 1 st Z(gji,, —7..)° MS(R)
: %, a?
A-factor [s—1 374 —17..)° MS(A) olpg +tol, + _t_az_:_.vl_z
J
Error(A) |(r—1)(s — 1) |t (Gij. — %i. — §.4. +§..)° |MS(Ea) |02 +to2,
3
2
B-factor [t—1 s> (Fk—7..)> MS(B) |oiZg+ Lg_brph
k
rY o (aB)?
AXB (s =1)(t=1) |r 5@k = .~ G+ 5.7 | MS(AxB) 0% + TEAERE
Error(B) ((r —1)s(t —1)| 3 (Fijk — ¥ij. — ik — §..)>|MS(EB) |og
igyk
Total rst—1 S Wik —7...)°
ig,k

we see from Table 3, that
7“(3 - l)MSsb(EA) + T(t - l)MSsb(EB) + 7‘(3 - 1)(t - l)MSsb(EAB) =
=71(s = 1)MSsp(E4) + rs(t — 1)M S, (EB).

Obviously,

r(s — 1)MSg(E4) = r(s — 1) MSep(E).

(3)
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Table 3. ANOVA for uniformity trial
(a) Split-block design

Sources d.f. MS
Replicate r—1
Error (A) r(s—1) MS(Ea)
Error (B) r(t—1) MS(EB)
Error (AB) r(s—1)(t—-1) MSsu(EaB)
Total rst—1

(b) Split-plot design

Sources d.f. MS
Replicates r—1
Error (A) r(s—1) MSs,(E4)
Error (B) rs(t — 1) MSs,(EB)
Total rst —1

Thus, (3) reduces to
r(t —1)MSep(Eg) + (s — 1)(t — 1)MSep(Eag) = rs(t — 1)MSsp(EB), (4)

and hence

r(t — 1)MSs(EB) +r(s — 1)(t - l)MSsb(EAB).

MSsp(EB) = T‘S(t— 1) (5)

The information on the whole-plot treatment comparison in a split-plot design
would have been proportional to 1/M S,,(E4) and on the split-plot treatment compa-
rison and interaction proportional to 1/MS,,(Ep), whereas in the split-block design
information on the row treatment comparison is proportional to 1/MSs(E4), on co-
lumn treatment — to 1/M S5 (Eg), and on interaction — to 1/M S (Eap). From (5)
we know that MS,,(Ep) is a weighted average of M Ss,(Ep) and M Ssy(Eapg). Usu-
ally, MSs(Ep) is greater than MSg,(Eap) (except for sampling errors), M Ss,(Eg)
will be intermediate in size between M Sy, (Eg) and M S (Eap)-

Because M S;,(E4) = MSa(E4), for comparison of factor A we have

. . . . MSsp(Ea)
ERE 4(Split-block design vs. split-plot design) = ——2+"22 =1, 6
a(Sp g plit-p gn) MSu(Ex) (6)
Here ERE denotes the estimated relative efficiency.
For B-factor comparison, we have
EREg(Split-block design vs. split-plot design) = MS4p(Ep) <L (7

MSs(EB)
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For AxB comparison we have

MS,,(EB)

ERE 4«5 (Split-block design vs. split-plot design) = m—(E—)
sb\{“AB

>1. (8)
From (6), (7) and (8) we obtain: A is estimated with the same precision in both
the split-plot and the split-block designs. B is estimated less precisely in the split-
block design than in the split-plot design. Contrarily, A x B is estimated with higher
precision in the split-block design than in the split-plot design. Hence, unless one is
more interested in A x B comparison, the split-plot design seems more preferable.

4. Comparing efficiencies in the general case

The models will remain unchanged when we deal with the incomplete case for both the
split-block and split-plot design. This is because in the incomplete case the structure
of the designs and the randomization procedure will be the same as in the complete
case. In the incomplete case, however, the mean treatment effects will no longer be
the arithmetic mean because not every treatment occurs in every block. Instead, we
can estimate an adjusted mean with the least-square method, thereby removing the
effect of blocks. The degrees of freedom for the incomplete split-block design and the
incomplete split-plot design are listed in Tables 4 and 5, respectively®.

Table 4. The degrees of freedom for incomplete split-block design

Source d.f. MS
Replicates r—1 MS(R)
A-factor s—1 MS(A)
Error(A) ra—s-r+1 MS(E4)
B-factor  t-—1 ' MS(B)
Error(B) rb—t—-r+1 MS(Ep,
AxB (s=1)(t-1) MS(A x B)
Error(AB) rab—ra—rb+r—st+s+t—1 MS(Eap)
Total rst—1

For a uniformity triél, the ANOVA is summarized in Table 6. We obtain our
split-block design by adding a column structure to the superblocks of the split-plot
design. Therefore the superblock and the row structure will remain unchanged. As a
result, the precision of estimation for the row factor A in the split-block or that for

1For the incomplete cases in Table 4, 5, and 6, a is the whole—plot size in the split-plot design
or the row size in the split-block design, b is the split-plot size in the split-plot design or
the column size in the split-block design.
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Table 5. The degrees of freedom for incomplete split-plot design

Source d.f. . MS
Replicates r—1 MS(R)
A-factor s-1 MS(A)
Error(A) ra-—-s—-r+1 MS(E,)
B-factor t-1 MS(B)
AxB (s=1){t-1) MS(A x B)
Error(B) rab—ra—st+s MS(Ep)
Total rst—1

Table 6. ANOVA for uniformity trial in the incomplete case

(a) Incomplete split-block design

Sources d.f. MS
Replicate r—1
Error (A) r(a—1) MS(E4)
Error (B) r(b—1) MSg(EB)
Error (AB) rla—1)(b—1) MSs(EsB)
Total rab -1
(b) Incomplete split-plot design

Sources d.f. MS
Replicates r—1
Error (A) r(a—1) MSs,(E4)
Error (B) ra(b—1) MS,,(Eg)
Total rab—1

the whole-plot factor A in the split-plot design will not be influenced, i.e.,
MS(Ea) = MSsp(E4) (9)
and
r(b—1)MSs(Eg) +1(a—1)(b— 1)MSew(Eap) = ra(b— 1)MSsp(Ep). (10)
Hence,

MS,y(Es) = (b — 1)MSs(Eg) -:;((ba_—ll))(b - 1)MS(EaB) )
r(b = )MSs(Ep) +r(a—1)(b = ))MSw(Eas)

r(b—1)+r(a—1)(b-1)
This means that MS,,(Ep) is a weighted average of M S (Eg) and MS.(Eap).
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Usually, MSs,(Ep) is greater than MS(E4p) (except for sampling errors) and
MSsp(Ep) will be intermediate in size between M Sg,(Eg) and M S,y (E4pB).

Obviously, the same conclusion about the efficiency can be drawn for the incom-
plete case as in the complete case.

5. An example

In the example of incomplete split-block design with a potato variety (Hering and
Mejza, 1997), the effect of irrigation and 10 pesticides on several variables was recor-
ded. The ANOVA is summarized in Table 7. If we had used an incomplete split-plot
design for the same data set, we would have get the ANOVA as in Table 8. It can be
verified that:

— for comparing the effects of irrigation

MSsp(Ea) 1903

it- . split-plot) = = =
ERE 4(Split-block vs. split-plot) MSw(Ex) ~ 1.903 1,

— for comparing the effects of pesticide, we have

. . MS,,(Eg) 2.010

lit-bl . t-plot) = 2 = =0.

EREg(Split-block vs. split-plot) MSw(Ep) — 2.89% 0694 <1,
— for comparing the effects of irrigation x pesticide
ERE 4 p(Split-block vs. split-plot) = MSsp(Ep) _ 2010 =1.788 > 1.

"~ MSw(Eap) 1124

We conclude that by using split-block design, the interaction between irrigation
and pesticide can be estimated more precisely, leading to the less precise estimation of
the effect of pesticide, while the precision of estimation for irrigation keeps unchanged.

Table 7. ANOVA of incomplete split-block design

Source d.f. SS MS F value  P-value
Superblock 14 356.368  25.455
Irrigation 1 354.320 354.320 186.2242  0.0001
Superblock x irrigation 14 26.637 1.903
Pesticide 9 2119.244 235.472 81.3076  0.0001
Superblock x pesticide 36  104.258 2.896
Pesticide x irrigation 9 41.420 4.602 4.0937  0.0011
Residual 36 40.472 1.124

Total 119  3042.720
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‘Table 8. ANOVA of incomplete split-plot design

Source d.f. 55 -MS F value P-value
Superblock 14  356.368  25.455
Irrigation 1 354.320 354.320 186.2242  0.0001
Superblock x irrigation 14 26.637 1.903
Pesticide 9 2119.244 235.472 117.1415  0.0001
Pesticide x irrigation 9 41.420 4.602 2.2895 - 0.0254
Residual 72 144.731 2.010
Total 119 3042.720
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O efektywnosci ukladu split-block wzgledem ukladu split-plot

STRESZCZENIE

Wprowadzenie dodatkowej struktury kolumnowej w ukladzie split-plot prowadzi do
ukiadu split-block w ktérym superbloki maj strukture kratowa. Artykut bada wzgled-
ng efektywnoéé¢ tych dwu ukladéw, réwniez w przypadku niekompletnym.

SLOWA KLUCZOWE: zagniezdzona struktura wierszowo-kolumnowa, uklady split-plot,
uklady split-block, wzgledna efektywnosé.



